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Abstract
Aim  This study aimed to evaluate the readability and citation practices of artificial intelligence (AI)-generated responses to 
questions about human metapneumovirus, a respiratory virus of growing public health concern.
Subject and methods  Five widely used AI chatbots—ChatGPT-4, Copilot, Gemini, Claude.ai, and Grok—were prompted 
with 14 standardized questions based on official guidelines from the World Health Organization, the Centers for Disease 
Control and Prevention, and the Australian National Health and Medical Research Council. Responses were anonymized 
and assessed using six established readability metrics: Flesch–Kincaid Reading Ease and Flesch–Kincaid Grade Level, 
Gunning Fog Index, SMOG (Simple Measure of Gobbledygook) Index, Coleman–Liau Index, and Automated Readability 
Index. Scores were compared to standards recommended by the American Medical Association and the National Institutes 
of Health. Citation frequency and credibility were also analyzed.
Results  Among 70 chatbot responses, only one met the recommended readability level. Median readability scores ranged 
from grade 10.4 to 16.0, indicating high complexity. One chatbot generated the most readable content, while another scored 
lowest. Only two chatbots included source citations. One cited 68 reliable sources, primarily from health organizations and 
academic institutions, while the other referenced 31 sources of varying quality.
Conclusion  AI-generated health content often exceeds recommended readability thresholds and lacks consistent citation 
practices. These issues may hinder understanding and trust. Improving default readability settings and integrating real-time 
citation features could enhance the accessibility and credibility of chatbot-based health communication.
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Background

Human metapneumovirus (hMPV) is a negative-sense, 
single-stranded RNA virus belonging to the Pneumoviri-
dae family and is closely related to avian metapneumovirus 

subgroup C (Jesse et al. 2022). Although it was first identi-
fied in the Netherlands in 2001, serological evidence indi-
cates that it has been circulating among humans for over five 
decades (van den Hoogen et al. 2001). Clinically, hMPV 
is a significant cause of acute respiratory infections across 
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all age groups, with infants, older adults, and immunocom-
promised individuals being particularly vulnerable (Akhras 
et al. 2010). Among children under 5 years, it ranks as the 
second most common cause of respiratory illness after 
respiratory syncytial virus (RSV) (Crowe and Williams 
2014). Symptoms are similar to those of the common cold 
or influenza, including cough, fever, nasal congestion, and 
sore throat. In severe cases, the infection may progress to 
bronchitis or pneumonia (Costa-Filho et al. 2025).

The virus is primarily transmitted via respiratory drop-
lets, direct contact, or contaminated surfaces. The incubation 
period is approximately 3 to 6 days (Leung 2021). Preventive 
measures include regular hand washing, surface disinfec-
tion, and wearing of masks in crowded areas (Jefferson et al. 
2023). No specific antiviral treatment or vaccine exists, so 
management focuses on symptom relief (August et al. 2022).

Recent reports indicate a rise in hMPV cases in northern 
China in late 2024, especially among high-risk populations 
(European Centre for Disease Prevention and Control 2025). 
However, the World Health Organization (WHO) has stated 
that infection levels remain within seasonal expectations 
and have been declining since January 2025 (World Health 
Organization 2025). Notably, the rate of hMPV infections in 
northern China was reportedly declining as of January 2025 
(The Washington Post 2025; The New York Times 2025).

Artificial intelligence (AI) chatbots are increasingly uti-
lized to disseminate information across various domains, 
including healthcare (Labadze et al. 2023). These tools uti-
lize machine learning algorithms to analyze and respond to 
user queries in real time (Lepakshi 2022). By leveraging 
medical literature, clinical guidelines, and epidemiological 
data, AI chatbots have the potential to disseminate accu-
rate and timely information on emerging infections such 
as hMPV, especially in situations where access to human 
experts is limited.

This study aimed to evaluate the effectiveness of AI 
chatbots in conveying complex medical information about 
hMPV in an accessible and comprehensible format—an 
increasingly relevant issue as chatbots gain popularity in 
public health communication. Specifically, it evaluated the 
readability of chatbot-generated responses about hMPV, 

assessing their comprehensibility for laypersons without 
medical training.

Methodology

Five chatbots were selected for analysis: ChatGPT-4, Copi-
lot, Gemini, Claude.ai, and Grok. The first four were cho-
sen based on their established use in previous readability 
assessments, while Grok was included as a recent entrant 
with growing relevance and potential for broader adoption 
(Hancı et al. 2024). To minimize bias, the chatbot-generated 
responses were anonymized using alphabetical labels (Chat-
bots A–E). The researcher responsible for calculating the 
readability scores was blinded to the identity of the chatbot 
that generated each response. Each chatbot was prompted 
with 14 standardized questions derived from official recom-
mendations issued by WHO, the Centers for Disease Control 
and Prevention (CDC), and the National Health and Medical 
Research Council (NHMRC) (World Health Organization 
2025; Centers for Disease Control and Prevention 2025; 
National Health and Medical Research Council 2025). The 
selection of 14 questions was based on their relevance to 
public health guidelines and frequent appearance in patient-
oriented health materials. Each question was selected from 
authoritative sources (WHO, CDC, NHMRC) to ensure 
both validity and practical relevance. The complete list of 
questions and their respective sources is provided in Sup-
plemental Table 1.

Readability assessment

All chatbot responses were analyzed using the WebFX plat-
form, a free online tool designed to assess text readabil-
ity levels (https://​www.​webfx.​com/​tools/​read-​able/). The 
platform applies multiple readability formulas, including 
the Flesch–Kincaid Reading Ease, Flesch–Kincaid Grade 
Level, Gunning Fog Index, SMOG (Simple Measure of Gob-
bledygook) Index, Coleman–Liau Index, and Automated 
Readability Index. Additionally, the number of sentences in 
each response was recorded. These formulas assess textual 

Table 1   Comparison of all chatbot responses

Chatbot A Chatbot B Chatbot C Chatbot D Chatbot E p

Number of sentences 20.5 (12–38) 8.5 (4–12) 14 (11–17) 15 (12–18) 18 (8–24) <0.001
Flesch–Kincaid Reading Ease 30.1 (23.7–35.0) 36.4 (31.3–45.0) 42.3 (29.8–49.5) 25.8 (21.4–37.3) 34.5 (22.9–40.1) 0.006
Flesch–Kincaid Grade Level 13.0 (11.4–14.1) 12.7 (11.1–13.4) 11.5 (10.1–12.8) 15.1 (12.7–16.1) 10.9 (9.8–12.4) 0.005
Gunning Fog Index 14.2 (11.7–15.6) 14.5 (13.1–16.1) 13.3 (11.6–14.5) 16.4 (14.5–17.3) 13.2 (11.2–15.0) 0.033
SMOG Index 10.9 (9.2–11.7) 10.8 (9.4–11.6) 10.7 (9.2–10.9) 12.9 (11.2 -13.3) 9.5 (8.7–10.7) 0.001
Coleman–Liau Index 16.9 (15.8–18.5) 15.9 (15.5–17.7) 14.5 (13.5–16.5) 16.9 (15.4–18.7) 18.6 (17.5–20.0) 0.004
Automated Readability Index 13.1 (10.6–14.7) 13.6 (11.5–14.2) 10.4 (10.2–11.9) 16.0 (12.8–17.0) 12.1 (10.2–14.7) 0.001

https://www.webfx.com/tools/read-able/
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complexity based on syntactic and lexical features. The read-
ability scores were compared against the sixth-grade reading 
level recommended by the American Medical Association 
(AMA) and the National Institutes of Health (NIH) (Rooney 
2021; Eltorai et al. 2014). According to established thresh-
olds, a Flesch Reading Ease score (FRES) of ≥80.0 was 
considered acceptable, while a score of ≤7 was used as the 
benchmark for the remaining formulas (Kher et al. 2017). To 
improve comparability, we calculated the average readability 
scores across five scales with comparable numeric ranges 
(excluding FRES). These averages (Table 3) summarize each 
chatbot’s overall readability performance.

Statistical analysis

The distribution of continuous variables was assessed using 
the Shapiro–Wilk test. None of the analyzed variables were 
normally distributed. Continuous variables are reported as 
medians with interquartile ranges (IQRs), and nominal vari-
ables are reported as counts and percentages. A comparison 
of the readability ratings of chatbots’ responses was made 
using the Friedman analysis of variance (ANOVA) test. All 
analyses were performed using STATISTICA software (v. 
13.1, Tulsa, OK, USA). A p-value of <0.05 was considered 
statistically significant.

Results

Five chatbots generated a total of 70 responses. Chatbot A 
generated the longest responses (median = 20.5 sentences; 
IQR, 12–38), whereas Chatbot B generated the shortest 
(median, 8.5; IQR, 4–12). According to the Flesch–Kincaid 
Reading Ease Scale, Chatbot E generated the least readable 
responses (25.8; IQR, 21.4–37.3), whereas Chatbot C pro-
duced the most readable ones (42.3; IQR, 29.8–49.5). On 
the Flesch–Kincaid Grade Level Scale, Chatbot D achieved 
the lowest score (10.9; IQR, 9.8–12.4), reflecting improved 
readability, whereas Chatbot E received the highest (15.1; 
IQR, 12.7–16.1), indicating lower readability. Similarly, 
the highest Gunning Fog score was assigned to Chatbot 
E, at 16.4 (IQR, 14.5–17.3), whereas Chatbot C received 
the lowest score, 13.3 (IQR, 11.6–14.5). The SMOG Index 
indicated that Chatbot E responses were the most difficult 
to understand (15.1; IQR, 12.7–16.1), while Chatbot D 
had the most readable ones (10.9; IQR, 9.8–12.4). In the 
Coleman–Liau Index, Chatbot C again ranked best (14.5; 
IQR, 13.5–16.5), while Chatbots A and E had the highest 
scores, indicating lower readability. Finally, in the Auto-
mated Readability Index, Chatbot C had the lowest score, 
10.4 (10.2–11.9), whereas Chatbot E obtained the highest 
score at 16.0 (12.8–17.0). Table 1 presents a comparison of 
all chatbot responses.

Summary data are presented in Fig. 1 for comparative 
purposes, illustrating the performance of the five AI chatbots 
across six established metrics.

We also analyzed how many chatbot responses met the 
readability standards recommended by the AMA. Of the 70 
responses analyzed, only one—generated by Chatbot D—
complied with the AMA-recommended readability level of 
sixth to seventh grade (score 6.2). Table 2 summarizes the 
number of responses meeting AMA readability guidelines.

Notably, only one of the 70 responses met the AMA-rec-
ommended readability standards, underscoring a mismatch 
between AI-generated content and the health literacy lev-
els of the general population. This discrepancy may hinder 
access to reliable health information, especially for individu-
als with low health literacy. Consequently, it could lead to 
misinformation, misinterpretation of guidelines, and reduced 
engagement with chatbot-delivered content. Thus, read-
ability is not merely a stylistic concern—it has real-world 
implications for public health communication and equitable 
access to knowledge.

This suggests that chatbot responses often employ 
advanced, professional language structures, which may be 
difficult for individuals without the appropriate educational 
background to comprehend. The complexity of the language 
chatbots use often stems from their training on vast datasets, 
including academic and technical sources. As a result, their 
responses may incorporate specialized terminology, formal 
syntax, and nuanced phrasing that could pose challenges for 
users unfamiliar with the subject matter. While beneficial in 
professional and scientific contexts, this complex language 
may necessitate simplification or adaptation to ensure acces-
sibility for a broader audience.

Since five of the six readability metrics share a similar 
scale and interpretation, and the differences between chat-
bots were relatively minor, we computed average scores 
to provide a clearer summary. The average scores indicate 
that Chatbot C achieved the best readability scores (12.22), 
followed by Chatbot D (13.18), Chatbot B (13.34), Chat-
bot A (13.50), and Chatbot E (15.13). We excluded the 
Flesch–Kincaid Reading Ease scale because of a differ-
ent scoring range. Table 3 presents the average readability 
scores for each chatbot based on five comparable indices.

Only Chatbots B and C included source citations, ref-
erencing a total of 99 sources (31 from Chatbot B and 68 
from Chatbot C). The references—including scientific pub-
lications, official health organizations, and academic insti-
tutions—were subsequently classified. Table 4 presents the 
number of sources included in chatbot responses.

After data collection, the cited sources were categorized 
based on their nature and credibility. A detailed analysis 
allowed for classification into the following groups: scien-
tific publications, health organizations (e.g., WHO, CDC), 
medical society guidelines, government authorities, medical 
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universities and hospitals, public health-related websites, 
sources linked to the pharmaceutical industry, and other 
online sources. Our classification aimed to evaluate the reli-
ability and diversity of information provided by chatbots, 
with an emphasis on potential variations in source credibility 
and domain specificity. Table 5 categorizes the origin of 
cited sources in chatbot responses by type and frequency. 
Chatbot C most frequently referenced health organizations, 
with WHO and the CDC being the primary sources. The sec-
ond most common sources cited by Chatbot C were medical 
universities and hospital websites.

In contrast, Chatbot B primarily cited websites related 
to public health, followed by information from health 

Fig. 1   Comparison of all chatbot responses

Table 2   Number of responses 
adhering to American Medical 
Association guidelines

Chatbot A Chatbot B Chatbot C Chatbot D Chatbot E

Flesch–Kincaid Reading Ease ≥ 70 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Flesch–Kincaid Grade Level ≤ 7 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Gunning Fog score ≤ 7 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
SMOG Index ≤ 7 0 (0%) 0 (0%) 0 (0%) 1 (7%) 0 (0%)
Coleman–Liau Index ≤ 7 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Automated Readability Index ≤ 7 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Table 3   The average readability scores

Chatbot C Chatbot D Chatbot B Chatbot A Chatbot E

12.22 13.18 13.34 13.50 15.13

Table 4   The number of sources included in chatbot responses

Chatbot A Chatbot B Chatbot C Chatbot D Chatbot E

0 31 68 0 0
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organizations. These differences in citation patterns likely 
reflect varying information retrieval algorithms employed 
by the chatbots, which may affect both the reliability and 
domain relevance of their responses. Supplemental Table 2 
in the Supplementary Materials categorizes the sources of 
information used in chatbot-generated responses, provid-
ing insights into their distribution and relative frequency. 
Sources used by Chatbot C included medical universities 
and hospital websites.

Discussion

To the best of our knowledge, this is the first study to assess 
how AI chatbots respond to questions concerning hMPV. 
While AI-driven chatbots can be valuable tools in health 
education, they are not substitutes for professional medical 
consultations, particularly in complex or personalized cases. 
Instead, these systems are best used as supplementary tools 
to enhance the public’s understanding of viruses, such as 
hMPV, by providing structured and accessible information 
(ltamimi et al. 2023).

AI chatbots can help explain key aspects of hMPV, 
including virology, transmission, symptoms, and preven-
tive measures. They may also summarize recent research 
and report regional outbreaks in accessible formats, espe-
cially during periods of increased infections. Prior studies 
have shown that AI-generated content often exceeds rec-
ommended readability levels, using complex language that 
diverges from AMA and NIH guidelines (Doğan et al. 2024; 
Warren et al. 2025; Chen et al. 2024; Cao et al. 2024; Nian 
et al. 2024; Yau et al. 2024; Olszewski et al. 2024; Meyer 
et al. 2024). Although some chatbots can meet these stand-
ards when prompted to simplify responses (Balta et al. 2025; 
Boscolo-Rizzo et al. 2025; Sharkiya 2023), their default out-
puts typically reflect training on technical sources. Nonethe-
less, these systems are capable of simplifying content when 
appropriately guided, offering potential for broader public 
engagement (Kooli 2023; Adamopoulou and Moussiades 

2020). Improving readability through default simplification 
and user-adjustable reading levels could enhance accessibil-
ity and encourage more frequent use, especially among indi-
viduals with limited health literacy (Mennella et al. 2024; 
Du and Daniel 2024; Ömür Arça et al. 2024).

Chatbots such as ChatGPT, Copilot, Gemini, and Claude 
have been widely utilized in prior analyses. However, Grok, 
a recently introduced chatbot, may become increasingly rel-
evant in future research on readability and health communi-
cation. Given its relatively recent introduction, further stud-
ies will be needed to assess how Grok compares to existing 
models in generating user-friendly responses. The ability of 
AI chatbots to provide timely and structured health-related 
information is valuable, particularly during outbreaks of 
infectious diseases. However, the results suggest that chatbot 
responses may require further refinement to ensure acces-
sibility for a broader audience. Built-in readability tools—
such as automatic simplification or user-adjustable reading 
levels—could significantly improve chatbot accessibility and 
usability.

This study also identified differences in information 
sourcing among chatbots. Only Copilot and Gemini con-
sistently provided citations, enhancing the transparency and 
verifiability of their content. By contrast, the absence of cita-
tions in other chatbots limits transparency and trust. Future 
development should prioritize integrating verifiable sources 
and real-time citation retrieval systems. Another important 
consideration is the risk of hallucinations—instances where 
chatbots generate plausible but false information (Preik-
saitis and Rose 2023; Bail 2024; McCoy et al. 2024; de 
Boer 2019). Although our focus was on readability, future 
evaluations should also monitor hallucination frequency, 
particularly in medical contexts where misinformation may 
compromise patient safety (Vermeir et al. 2015; Zarour et al. 
2021).

Despite our emphasis on readability, we did not evalu-
ate the clinical accuracy or currency of the responses—
an essential factor in their safe use in healthcare. For end 
users—especially those relying on chatbots for health-
related decisions—comprehensibility without accuracy can 
be misleading or even harmful. Misinformation, even when 
presented in simple language, can reinforce false beliefs or 
lead to inappropriate self-management. Prior studies have 
shown that some AI chatbots, while generally reliable, 
can occasionally produce outdated, incomplete, or con-
textually inappropriate recommendations. Future studies 
should incorporate dual assessment frameworks that evalu-
ate both readability and factual correctness to ensure that 
chatbot-based communication meets the essential standards 
of clarity and clinical validity. Such research is essential 
to determine whether currently available models produce 
more straightforward text that aligns with or falls within 
the AMA guidelines, which recommend a readability level 

Table 5   Origin of the sources cited in the chatbot responses

Source category Gemini Copilot

Scientific publications 9 1
Health organizations 31 10
Medical society guidelines 1 0
Websites related to public health 4 11
Sources associated with the pharmaceuti-

cal industry
4 1

Medical universities and hospitals 12 1
Government authorities 3 3
Other 4 4
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equivalent to sixth to seventh grade. Such investigations will 
help establish whether AI-generated content is accessible to 
the general population and whether additional modifications 
are necessary to improve its comprehensibility and adher-
ence to established readability standards. Future improve-
ments should strive to balance clarity with clinical accuracy, 
ensuring essential nuance is preserved.

Strengths and limitations

While this study provides valuable insights into the read-
ability of AI chatbot responses, several limitations should be 
acknowledged. First, the analysis was based on a relatively 
small set of 14 questions, which may limit the generaliz-
ability of the findings. Expanding the range of questions to 
cover additional hMPV-related topics could offer a more 
comprehensive evaluation. Second, the study did not assess 
the accuracy of chatbot responses, which is a critical fac-
tor in determining their utility in health education. Future 
research should investigate the accuracy and reliability of 
AI-generated information in conjunction with its readability 
and comprehensibility.

Additionally, all questions were posed in English, reflect-
ing the predominant training language of the selected AI 
models. The study did not impose limits on the length 
of chatbot responses. Although response length was not 
restricted, it varied substantially across models, potentially 
influencing both readability scores and perceived informa-
tiveness. While our study focused on readability indices, 
future research could explore potential correlations between 
response length and readability outcomes to better under-
stand how verbosity affects comprehension. This variabil-
ity may influence both the measured readability and users’ 
perception of informativeness, warranting more nuanced 
analyses in future chatbot evaluations. It may also be worth 
considering a brief analysis of inter-chatbot response vari-
ability, particularly whether differences in response length 
may have influenced the readability outcomes.

Despite these limitations, the study has several nota-
ble strengths. One is its focus on hMPV, a topic that has 
received increased attention in recent months. This relevance 
informed the decision to select hMPV as the thematic basis 
for chatbot queries.

Another strength lies in the inclusion of multiple AI chat-
bots, enabling a comprehensive comparative assessment. 
Notably, the study is among the first to evaluate responses 
generated by Grok, a newly released chatbot, adding origi-
nality and relevance to the research. A further strength is 
the comprehensive evaluation of readability. The study 
employed a full range of established readability scales, pro-
viding a robust and multidimensional assessment of textual 
complexity.

Finally, the reliability of the question set contributes 
to the study’s credibility. All questions were derived from 
respected public health institutions known for disseminating 
validated information, particularly during pandemics. This 
foundation supports the methodological rigor of the analysis.

Conclusion

This study assessed the readability of responses generated by 
five widely used AI chatbots in the context of public health 
information related to hMPV. The findings demonstrate 
that none of the evaluated models consistently adhered to 
the readability thresholds recommended by the AMA, and 
only two systems provided source citations, raising concerns 
about accessibility and transparency.

Given the increasing integration of AI-driven tools into 
public health communication, developers must implement 
default readability-enhancing functionalities, including auto-
mated language simplification and user-adjustable complex-
ity settings, to ensure effective communication. Such meas-
ures may improve the comprehensibility and trustworthiness 
of chatbot-generated outputs for nonspecialist audiences.

Future studies should assess both readability and factual 
accuracy to ensure that AI-generated health information is 
understandable and clinically reliable, particularly in con-
texts where misinformation may have significant implica-
tions for individual and population health outcomes.
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