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Abstract. This contribution presents a semi-active control technique intended for 

mitigation of structural vibrations.  The control law is derived in a repeated trial-and-

error interaction between the control agent and a simulated environment.  The 

experience-based training approach is used which is the defining feature of the 

machine learning techniques of reinforcement learning (RL), implemented here using 

the framework provided by Deep Q Learning (DQN).  The involved artificial neural 

network not only determines the control action, but additionally identifies structural 

damages, which is a nontrivial task due to the nonlinearity of the control.  This 

requires a specific multi-head architecture, which allows the network to be damage-

aware, and a specific training procedure, where the memory pool preserved for the 

RL stage of experience replay is populated with not only the observations, control 

actions, and rewards, but also with the momentary status of structural damage.  Such 

an approach can be used to explicitly promote the damage-awareness of the control 

agent.  The proposed technique is tested and verified in a numerical example of a 

shear-type building model subjected to a random seismic-type excitation.  A tuned 

mass damper (TMD) with a controllable level of viscous damping is used to 

implement the semi-active actuation, and the optimally tuned classical TMD provides 

the reference response. 
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Introduction  

Structural vibrations arise due to operational conditions or external excitations and can have 

very negative consequences for structural integrity.  In the case of extreme seismic 

excitations, the resulting response is also extreme and can lead to structural collapse, large 

costs, and loss of life.  Therefore, various techniques have been investigated, developed, and 

applied for the purpose of structural control and mitigation of structural vibrations [1].  As 

discussed in the following, they generally encompass a full spectrum of approaches that range 
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from fully passive methods, through semi-active control approaches, to fully active control 

techniques.  

Active control techniques are well-researched and very effective [2].  However, they 

rely on dedicated actuators that generate large external control forces.  As a result, active 

control approaches require large power supply, which can be missing during a major 

earthquake, and in case of malfunction can potentially lead to structural instabilities. 

Semi-active control techniques provide control that is often called dissipative control 

[3–5].  Instead of directly generating large external forces, these techniques rely on local 

modification of mechanical properties of selected structural members or actuators (like 

viscous damping, moment-bearing ability, etc.) [6].  Consequently, the employed actuators 

generate only dissipative forces, that is forces that oppose the movement of the structure.  No 

large external power sources are thus needed, and the danger of instabilities is reduced.  

However, the ensuing control is nonlinear, and the resulting optimal control problems are 

often not solvable using analytical means. 

Passive techniques for mitigation of vibrations rely usually on structural optimization 

and dedicated dissipative devices.  In case of seismic vibrations, the most popular approaches 

[7] include base isolation [8] and tuned mass dampers [9].  The former aim to partially 

decouple the superstructure from the ground motion.  The latter, the tuned mass damper, is a 

classical engineering device that dates back a century ago to the works of Frahm [10], as well 

as Ormondroyd and Den Hartog [11].  In various implementations, it has been physically 

installed and proved effective in numerous high-rise buildings around the world [12]. 

This study considers a tuned mass damper (TMD) as an actuator, and its application 

and effectiveness in case of a damaged superstructure.  In theoretical terms, a TMD consists 

of a mass connected to the structure (in case of high-rise buildings, usually at an upper story), 

through a spring and a dashpot.  Several modifications to the classical TMD concept have 

been proposed and investigated [13].  They often turn a passive TMD into an actively or 

semi-actively controlled device.  Typical active approaches involve an additional actuator 

placed in-between the mass and the structure that can generate additional control forces [14].  

This contribution focuses on semi-actively controlled TMDs.  The considered control relies 

on real-time tuning of the dashpot damping [15].  Formally, such a control is bilinear, and 

analytical solutions for the optimal control are rarely available.  However, classical results in 

optimal control theory [16] show that the open loop optimal control is often of the bang-bang 

type, that is, it switches between two extreme states.  This assumption is adopted here, and 

the switching points are learned using the machine learning approach of reinforcement 

learning (RL) [17-19], that is, through a series of trial-and-error interactions with a simulated 

structure subjected to a random seismic-type excitation.  The control obtained this way is 

assessed in terms of the root mean square displacement of the top floor.  It is demonstrated 

to be significantly more effective than that of the optimally tuned passive TMD. 

The approach proposed here builds upon our earlier results presented in [20,21].  

However, the case of a damaged structure is considered here.  The RL control agent is trained 

in a data-driven manner using a model of the undamaged structure.  This work deals with the 

three questions that naturally emerge when such a control is applied to a damaged structure: 

1. Can the damage be identified based on the measured responses of the RL-controlled 

structure? 

2. Does the RL control remain effective when the structure is damaged? 

3. Can the knowledge about the identified damage be used by the RL control agent to 

increase the effectiveness of the control? 

Section 1 introduces the modelled structure.  Section 2 presents the effectiveness of the RL 

control and compares it to that of the reference optimally tuned passive TMD.  Section 3 

considers the problem of damage identification in such a data-driven control system. Finally, 

Section 4 proposes a damage-aware RL control agent and tests it effectiveness. 



 

3 

1. The Structure 

1.1 Shear Type Building 

Reinforcement learning (RL) requires trial-and-error type interaction between the control 

agent being trained and the structure.  However, this kind of interaction cannot be 

implemented with real-world physical structures due to safety reasons.  The training phase 

must be thus implemented in interaction with a numerically simulated structure.  Dynamics 

of such a structure is only an approximation to the dynamics of the modelled physical 

structure.  A careful consideration of the robustness of the derived control with respect to 

model errors is therefore necessary.  As demonstrated in [21], the control approach developed 

here is relatively insensitive to these errors. 

The structure considered here modelled an 11-story shear building, with a single 

degree of freedom (DOF) per story, equipped with a TMD at the top.  A schematic depiction 

is shown in Figure 1. 

 

Fig. 1. A schematic diagram of the 11-story shear building considered in this study.  

The semi-active TMD is mounted at the top story.  

A seismic type excitation was considered and modelled as a lateral acceleration 𝑎(𝑡).  The 

equation of motion is thus formulated in 12 DOFs.  It takes the following form: 

𝐌𝐱̈(𝑡) + 𝐂(𝑡)𝐱̇(𝑡) + 𝐊𝐱(𝑡) = −𝐌𝐫𝑎(𝑡) 

where the mass and stiffness matrices are denoted by 𝐌 and 𝐊, and 𝐂(𝑡) is the time-

dependent damping matrix.  The considered bang-bang control amounts to switching 𝐂(𝑡) 
between two extreme states that, besides the standard damping of the building, correspond to 

the maximum and zero level of TMD dashpot damping.  The lateral load allocation vector 𝐫 

is a 12-element vector of ones.  For the building without the TMD, a material damping model 

was assumed with 2% critical damping ratio at the first natural vibration mode.  The masses 

and stiffnesses of each story follow an example structure already considered in literature [22].  

The mass of the TMD is 3% of the building mass.  The natural frequencies range from 

0.887 Hz to 14.917 Hz.  For the purpose of response simulation, the Newmark algorithm was 

used with the time step of 2 ms.  The maximum control switching frequency was 25 Hz. 
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1.2 Seismic Acceleration and Feedback Measurements 

RL training typically proceeds in episodes.  To avoid overfitting the control agent to 

a specific ground motion pattern, the seismic excitation was modelled as a white noise anew 

in each episode.  In all time steps, the momentary ground acceleration value 𝑎(𝑡) was 

independently drawn from a uniform probability distribution centred around zero. 

The feedback signal consisted of the full state vector.  Such a choice is inconvenient 

in practice, but it corresponds to the full observation and allows thus to assess the ultimate 

potential of the considered control and RL agent architecture. 

2. Reinforcement Learning (RL) Control for Undamaged Building 

The RL control was implemented using the double DQN framework [23].  The control 

objective was expressed using the reward, defined as the total instantaneous mechanical 

energy of the building structure (without the TMD) and processed using the smooth L1 loss. 

2.1 RL Agent Architecture 

Figure 2 presents the architecture of the artificial neural network used by the RL agent 

to select control actions (TMD damping on/off).  The input layer corresponds to the feedback 

signal (state vector), while the output layer corresponds to the two possible control actions.  

Network hyperparameters (number/type of layers, number of neurons, etc.) were selected 

using the trial-and-error approach, and, in order to safeguard some spare network capacity, 

they were kept slightly above the minimum level at which the efficiency started to deteriorate.  

AdamW optimizer was used with the initial learning rate of 0.001.  The training episodes 

were 20 s long, which corresponded to 18 fundamental periods of vibration.  The initial 

exploration rate was 100% and decreased to 5% with the factor of 0.994 per episode. 

input(24) 

2x (dense(60) + Leaky ReLU) 

2x (dense(60) + Leaky ReLU) 

dense(2) 

Fig. 2. Architecture of the artificial neural network in the RL control agent. 

2.2 Control Effectiveness 

The effectiveness of the developed control was quantified in the same terms as the 

reward.  The mean total mechanical energy of the building structure (not counting the TMD, 

averaged over the entire test episode) was thus used and compared to the reference provided 

by the classical, optimally tuned passive TMD.  For evaluation, 4000 test episodes were 

simulated, each 80 s long.  The results are listed in Table 1.  The RL control was significantly 

more effective than the optimally tuned passive TMD: it resulted in the mean total energy of 

the building being reduced by 25% on average.  Additionally, the RL control reduced the 

standard deviation of the mean total energy to an even greater extent, that is, by 41.7%. 

Table 1. Effectiveness of RL control agent trained using the undamaged structure (Fig. 2), compared to the 

optimally tuned passive TMD, in application to the undamaged structure.  Mean total mechanical energy of 

the building (without the TMD) and energy reduction per single episode. 

 mean std. dev. 

with optimum passive TMD [a.u.] 667.089 168.694 

with RL control [a.u.] 491.022   98.337 

energy reduction per episode (TMD→RL)   24.977 %     9.128 % 
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3. Damage Identification for RL-controlled Building 

As demonstrated in the previous section, the RL control is significantly more effective than 

the optimally tuned passive TMD.  However, the control provided by the trained RL agent is 

data-driven and nonlinear, and consequently, the dynamics of the RL- controlled building is 

effectively also nonlinear.  This hinders application of typical structural health monitoring 

methods, which are based on the assumption of linearity of structural response.  A machine 

learning approach is thus used here for damage identification in the investigated  

RL-controlled structure.   

Structural damage was modelled as stiffness reduction (up to 50%) at up to four 

randomly selected building floors (but not the TMD).  At each selected floor, the stiffness 

reduction ratio was randomly and independently drawn from the uniform distribution 

𝑈(0%, 50%).  In this way, the damage scenario was generated anew for each training and 

testing episode. 

For the purpose of damage identification, an additional branch was created in the 

neural network architecture of the RL-agent, as shown in Figure 3.  The 11 elements of its 

output layer correspond to the 11 floors of the building, and they are intended to estimate the 

respective damage reduction ratios.  The input layer is the feedback signal, and it is shared 

with the RL-control branch. 

input(24) 

2x (dense(60) + Leaky ReLU)  2x (lstm(60) + tanh) 

2x (dense(60) + Leaky ReLU)  2x (dense(60) + Leaky ReLU) 

dense(2)  dense(11) 

Fig. 3. Architecture of the artificial neural network in the RL control agent with damage identification branch. 

During training, the control branch was used for deciding the control action, and its 

weights were frozen.  The damage identification branch was trained in interaction with the 

damaged structure, using the mean square identification error as the loss.  The trained 

network was assessed using 4000 test episodes, each 80 s long, and each with its own damage 

scenario.  Figure 4 presents the rms errors of the identified damage reduction ratios (across 

all time steps and all test episodes).  The error magnitudes were similarly small across all 

floors and ranged between 1.2 and 2.4%.  These values should be related to the magnitudes 

of the actually simulated damages, which were uniformly distributed between 0 and 50% for 

each damaged floor.  In comparison, results generated for each story uniformly at random 

would yield the rms of 26.5%, while the rms of the best constant deterministic prediction 

would be 14.2%. 

 

Fig. 4. Root mean square errors of damage identification ratios for individual floors. 
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4. Damage-aware RL Control 

4.1 Deterioration of Control Effectiveness in the Damaged Structure 

While training the damage identification branch of the RL agent, the control branch was 

frozen.  The same control law was thus applied with the damaged building as with the original 

undamaged building, even though their dynamic characteristics are different.  Expectably, 

this negatively affected the control effectiveness, as seen in Table 2 (which partially repeats 

the data from Table 1).  For the TMD- and RL-controlled structures, the mean total energy 

per episode has increased on average by 10.1% and 7.45%, respectively. 

Table 2. Effectiveness of RL control agent trained using undamaged structure (Fig. 2 and 3), compared to the 

optimally tuned passive TMD, in application to undamaged and damaged structures.  Mean total mechanical 

energy of the building (without the TMD) and energy reduction per single episode. 

 undamaged structure  damaged structure 

 mean std. dev.  mean std. dev. 

with optimum passive TMD [a.u.] 667.089 168.694  734.261 220.322 

with RL control [a.u.] 491.022   98.337  527.585 118.318 

energy reduction per episode (TMD→RL)   24.977 %     9.128 %    26.046 %   10.863 % 

4.2 Damage-Aware Control 

Two approaches have been tested to increase the control effectiveness: 

1. The entire control branch was fine-tuned in interaction with damaged structures.  

Each training episode used a randomly generated damage scenario. 

2. Before fine-tuning the control branch in interaction with damaged structures, its head 

(last 3 layers) was additionally fed with damage-related features extracted in the 

damage identification branch, as shown in Figure 4.  This allowed the control head to 

be damage-aware, that is, to take into account the damage-related information while 

processing the control-related features. 

input(24) 

2x (dense(60) + Leaky ReLU)  2x (lstm(60) + tanh) 

 
 

 

2x (dense(60) + Leaky ReLU)  2x (dense(60) + Leaky ReLU) 

dense(2)  dense(11) 

Fig. 4. Architecture of the artificial neural network in the RL control agent with damage identification branch 

and damage-related features fed into the head of the control branch. 

Only the second approach led to a noticeable improvement in control effectiveness.  

While fine-tuning the control branch, all other network weights were frozen.  The resulting 

network was assessed using 4000 test episodes, each 80 s long, and each with its own 

independently generated random damage scenario.  The results are listed in Table 3, and they 

should be compared to these in Table 2 above.  A graphical representation of all cases is 

presented in Figure 5.  

Table 3. Effectiveness of RL control agent fine-tuned using damaged structures (Fig. 4), compared to the 

optimally tuned passive TMD, in application to damaged structures.  Mean total mechanical energy of the 

building (without the TMD) and energy reduction per single episode. 

 mean std. dev. 

with optimum passive TMD [a.u.] 732.412 222.184 

with RL control [a.u.] 503.329 118.531 

energy reduction per episode (TMD→RL)   28.429 %     8.445 % 
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Fig. 5. Mean total energy of the structure (without the TMD) for the RL control, compared to that of the 

optimally tuned passive TMD.  Case A: RL agent trained and tests performed on the undamaged structure.  

Case B: RL agent trained on the undamaged structure; tests performed using damaged structures.  Case C: RL 

agent additionally fine-tuned and tests performed using damaged structures.  Whiskers denote the ±1𝜎 range. 

Application of the original RL control to the damaged structure resulted in the undesirable 

increase of the mean total energy by 7.45%.  Fine-tuning the control branch with the damage-

related features reduced this increase to 2.51% only. 

Conclusion 

This contribution presented and evaluated a multi-head artificial neural network for a DQN 

reinforcement learning agent designed for the double task of semi-active control a shear-type 

building model (subjected to random seismic type excitation) and identification of its 

damages (modelled at up to 4 floors as stiffness reductions of up to 50% each).  The control 

branch within the network, besides the control-related features, processes also the damage-

related features obtained in the damage identification branch.  Such an architecture allows 

the control task to be aware of damages and to accordingly modify its control actions.  The 

main findings can be summarized as follows: 

1. In comparison to the same building model equipped with an optimally tuned passive 

TMD, the RL agent provided control that reduced the mean total mechanical energy 

by 25% on average.  Additionally, the standard deviation of the total energy was also 

significantly reduced (by 42%). 

2. In tests with damaged structures, the designed RL agent was able to identify damage 

factors at all 11 floors with the rms error of 1.8% of the original story stiffness.  This 

is a much better accuracy than a uniform random guess (26.5%) and a constant 

deterministic guess (14.2%). 

3. Re-using the damage-related features in the control branch significantly improved the 

control.  When the original RL control was applied to the damaged structure, the mean 

total energy increased by 7.45%.  Re-using damage features for control purposes 

reduced this increase to 2.51% only. 
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