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ARTICLE INFO ABSTRACT

Keywords: Background: Chatbots using the Large Language Model (LLM) generate human responses to questions from all
Chatb"t_s_ categories. Due to staff shortages in healthcare systems, patients waiting for an appointment increasingly use
Readability chatbots to get information about their condition. Given the number of chatbots currently available, assessing the
Cardiovascular health . .

Oncology responses they generate is essential.

Psoriasis Methods: Five chatbots with free access were selected (Gemini, Microsoft Copilot, PiAl, ChatGPT, ChatSpot) and

blinded using letters (A, B, C, D, E). Each chatbot was asked questions about cardiology, oncology, and psoriasis.
Responses were compared to guidelines from the European Society of Cardiology, American Academy of
Dermatology and American Society of Clinical Oncology. All answers were assessed using readability scales
(Flesch Reading Scale, Gunning Fog Scale Level, Flesch-Kincaid Grade Level and Dale-Chall Score). Using a 3-
point Likert scale, two independent medical professionals assessed the compliance of the responses with the
guidelines.

Results: A total of 45 questions were asked of all chatbots. Chatbot C gave the shortest answers, 7.0 (6.0 — 8.0),
and Chatbot A the longest 17.5 (13.0 — 24.5). The Flesch Reading Ease Scale ranged from 16.3 (12.2 - 21.9)
(Chatbot D) to 39.8 (29.0 — 50.4) (Chatbot A). Flesch-Kincaid Grade Level ranged from 12.5 (10.6 — 14.6)
(Chatbot A) to 15.9 (15.1 — 17.1) (Chatbot D). Gunning Fog Scale Level ranged from 15.77 (Chatbot A) to 19.73
(Chatbot D). Dale-Chall Score ranged from 10.3 (9.3 — 11.3) (Chatbot A) to 11.9 (11.5 - 12.4) (Chatbot D).
Conclusion: This study indicates that chatbots vary in length, quality, and readability. They answer each question
in their own way, based on the data they have pulled from the web. Reliability of the responses generated by
chatbots is high. This suggests that people who want information from a chatbot need to be careful and verify the
answers they receive, particularly when they ask about medical and health aspects.

1. Introduction Using the available capabilities and technologies, more and more

companies are creating their own chatbots that can communicate on a

Chatbots are computer programs that, through the use of machine
learning algorithms and natural language processing, can comprehend
and respond to human language, both spoken and written, in a human-
like manner [1]. Using large language models (LLMs), they have the
ability to simulate conversational reasoning, generating responses that
are contextually correct, but do not fully understand the context as
humans do [2].

variety of issues [3]. A significant breakthrough came in 2022 with the
introduction of ChatGPT (short for Chat Generative Pretrained Trans-
former), a tool that was made available under certain restrictions. This
caused a huge stir and interest in chatbots and further work on artificial
intelligence (AI) [4]. The newly released ChatGPT tool offered extensive
natural language processing (NLP) capabilities, including text analysis,
machine translation and answering questions in a way that simulates
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human conversation.

The emergence of ChatGPT has prompted the creation of more
chatbots using LLMs. Many companies have developed their own Al
chatbots to answer questions, analyze texts and perform translations [5].

ChatGPT, short for “Chat Generative Pre-trained Transformer,” is a
chatbot launched by OpenAlI in November 2022. It is built on top of the
OpenAI GPT-3.5 family of large language models (LLMs). Designed to
generate human-like text in response to user queries and prompts,
ChatGPT can be used for a wide range of applications, including dialog
systems, language translation, and content generation [6]. Microsoft
Copilot, originally known as Bing Chat, is another chatbot based on the
same technology. Both models utilize the evolving GPT model devel-
oped by OpenAl, but they differ in functionality. Copilot has access to
GPT-4, which enables better language understanding, reasoning, and
other advanced capabilities. Unlike ChatGPT, Copilot can also search the
web for information and update its knowledge base [7]. Google Gemini
is an advanced AI model introduced by Google. It was developed
through collaborative efforts across various Google teams, including
Google Research. The primary goal was to create a multimodal model
capable of understanding and combining different types of information,
such as text, code, audio, images, and videos. Gemini, formerly known as
Bard, serves as a writing, planning, and learning assistant. Users can
engage in chat with Google AI to enhance creativity, productivity, and
problem-solving [8]. These models represent significant advancements
in artificial intelligence, allowing them to generate content and answer
questions in a manner similar to human communication.

Al has brought revolutionary changes to many areas of science,
including healthcare [9]. In clinical medicine, artificial intelligence
systems are primarily used to analyze the genome of the human body
[10], as well as diagnose, support to treatment diseases and predict
clinical outcomes based on patient data [11,12,13]. The huge impact
that artificial intelligence has had on medicine has led to the increasing
introduction of Al technologies into other medical disciplines and the
introduction of more novel solutions [14,15].

Continuing advances in Al are driving further research into chatbots,
and this trend is set to continue to make chatbots as advanced as possible
[16]. The shortage of medical staff means that more and more people are
using chatbots to get advice about their medical situation. Chatbots can
also help to meet the growing demand for services. However, it is
important to bear in mind that with the increasing number of interactive
chatbots being generated, it is difficult to control the quality of responses
and ensure they are in line with current medical knowledge [17].

Consequently, the objective of this investigation was to scrutinize the
reactions of five freely accessible and public chatbots in response to
inquiries pertaining to the recommendations of international societies
on the subjects of cardiology, oncology, and psoriasis. Cardiology and
oncology, recognized as predominant epidemiological challenges, have
been selected as the focal points for inquiry. The escalating prevalence of
these two medical conditions could potentially lead to an increased
reliance on Al as a navigational tool by patients. This trend underscores
the potential of Al to serve as an informative guide in the healthcare
landscape, particularly in the context of these high-incidence diseases
[18,19]. The choice of questions regarding psoriasis is due to the sig-
nificant health problem of psoriasis worldwide. In 2014, the World
Health Organization recognized psoriasis as a serious global disease that
significantly reduces the quality of life of patients and contributes to
their stigmatization. Also this disease poses a challenge to healthcare
systems [20,21]. This analysis was conducted with the intent of evalu-
ating the accuracy, relevance, readability and reliability of the infor-
mation provided by these artificial intelligence systems in the context of
these specific medical disciplines.

Developments in artificial intelligence have brought technology into
healthcare, enabling virtual conversations with chatbots. These chat-
bots, using extensive online knowledge, can answer a variety of ques-
tions [22]. Several preliminary studies have been published that analyze
the quality of responses and readability from chatbots and compare
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responses between different chatbots. One of them the study by Suarez
et al. assessed whether ChatGPT-4 could provide accurate and reliable
answers to general dentists in oral surgery. They also evaluated its po-
tential as an assistant for dentists [23]. The publication by Deiana et al.
analyzed the responses of ChatGPT-3.5 (free) and ChatGPT-4 (paid)
regarding vaccination [24]. Birkun et al. conducted a study using the
Bing chatbot, developed by Microsoft, in three different countries with
varying income levels. They posed the question, ‘Heart attack, what to
do?’ and verified the answers using the International First Aid, Resus-
citation, and Education Guidelines 2020. In addition, the researchers
assessed the readability of the answers using the Flesch-Kincaid grade
level. The study also assessed the readability of Bing responses to a
question about myocardial infarction. The study was conducted in three
different countries, in English. The chatbot referenced heart attack
rescue guidelines; however, the quality of the responses was poor. The
chatbot added various issues to the answers that were not included in
the guidelines [4].

In an analysis by Cheong et al. who conducted a direct comparative
evaluation of patient education materials on obstructive sleep apnoea
generated by two artificial intelligence chatbots, ChatGPT and Google
Bard (now Gemini). According to the response analysis, all responses
generated by ChatGPT had better scores than those generated by Google
Bard. The average Flesch-Kincaid score for ChatGPT was 9.0, while
Google Bard’s was 5.9, suggesting that Google Bard’s responses are
easier to read and understand than ChatGPT’s [25].

The study by Koo et al. analyzed the readability of information about
overactive bladder (OAB) on the Internet. The SMOG test, Dale-Chall
readability formula, was used for the analysis. The authors analyzed
57 websites. Seven of them (12 %) the test was able to be read and
understood by a normal adult at the 8th-grade readability level. This
proves that the vast majority of online information on OAB treatment is
beyond the reading ability of most adults [26].

In a Polish study conducted by Suwata and colleagues, ChatGPT
answered questions from a specialist internal medicine exam. The
average performance of chatbots ranged from 47.5 % to 53.44 % (with a
median of 49.37 %), while the average performance of human doctors
ranged from 65.21 % to 71.95 % (with a median of 69.92 %). The study
revealed that despite having access to various information sources, the
chatbot performed worse than humans in answering questions related to
internal medicine [27].

Multiple-choice questions were obtained from the official National
Board of Medical Examiners (NBME) website. These questions were
sourced from NBME subject examinations in various medical fields,
including medicine, pediatrics, obstetrics and gynecology, clinical
neurology, ambulatory care, family medicine, psychiatry, and surgery.
Each language model (LLM), namely GPT-4, GPT-3.5, Claude, and Bard,
provided responses to these questions. The accuracy of each chatbot’s
response was compared to the answers provided by the NBME. A total of
163 questions were answered by each LLM. The results were as follows:
GPT-4 scored 163/163 (100 %), GPT-3.5 scored 134/163 (82.2 %), Bard
scored 123/163 (75.5 %), and Claude scored 138/163 (84.7 %) [28].

Our study revealed that the scoring of chatbot responses, as evalu-
ated using a Likert scale in published articles, consistently indicated high
levels of satisfaction. Additionally, the responses were qualitatively
assessed, and readability and quality were equally considered across
several publications. Notably, the vast majority of responses were either
complete or partially complete, suggesting a high level of substantive
quality [29,30,31].

From all available publications, it appears that chatbots can be an
alternative source of information. Until there are guidelines on which
information sources to use to provide answers, chatbots will vary in their
level of readability, chatbots will add unnecessary content to answers or
will not know how to answer the questions asked. However, chatbots
already provide quality answers that are highly rated by medical pro-
fessionals, which is an important benchmark for further work on chat-
bots in medicine. It should, however, be borne in mind that these
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answers provide only a general view of the given problem. This study
provides valuable insights into the performance and reliability of chat-
bot responses in a medical context. Further research is warranted to
optimize their utility in healthcare settings. The survey was aimed at
general users sending questions to chatbots. Its purpose was to test
whether the answers of chatbots differ even when they have access to
the same data.

2. Materials and methods
2.1. Chatbots

The 43 chatbots were selected based on various articles found online
[32,33,34,35]. Thirty eight chatbots were excluded due to user fees,
time constraints for queries, and inability or difficulty to log in (e.g. need
to create an account, double security for registration, required phone
number). These are factors that may affect the availability and usability
of chatbots for patients. Fig. 1. shows the chatbot selection scheme. After
analyses and exclusions, 5 chatbots remained (Microsoft Copilot,
Gemini, ChatGPT, PiAl, ChatSpot).At the start of the study, Microsoft
Bing and Google Bard were renamed to Microsoft Copilot and Google
Gemini, respectively. The companies changed their names when im-
provements were added. Once the chatbots were selected, they were
randomly blinded using letters (A, B, C, D, E) to ensure objectivity of the
researchers when assessing the readability and quality of the responses.
Table 2. described each of them.

2.2. Questions

The questions for the chatbots were prepared on the basis of rec-
ommendations from guidelines prepared by the:

European Society of Cardiology — 2023 Focused Update of the 2021
ESC Guidelines for the diagnosis and treatment of acute and chronic heart
failure [36],

European Society of Cardiology — 2023 ESC Guidelines for the man-
agement of cardiovascular disease in patients with diabetes [37],
American Society of Clinical Oncology — Exercise, Diet, and Weight
Management During Cancer Treatment: ASCO Guideline [38],
American Academy of Dermatology — Joint AADeNPF Guidelines of
care for the management and treatment of psoriasis with topical therapy
and alternative medicine modalities for psoriasis severity measures [39].

The total number of questions was 45. There were 27 questions on
cardiovascular disease in patients with diabetes, 5 on heart failure, 11
oncology and 3 on psoriasis. The distribution of questions was designed
following established guidelines. Since the survey targeted chatbot
users, we formulated questions consistent with language commonly
used by patients unfamiliar with specialized terminology. Each question
posed to the chatbot underwent analysis based on the guidelines and the
level of simplicity required In the realm of cardiology, there has been a
marked increase in inquiries pertaining to cardiovascular disease as a
complication of diabetes. This trend is reflective of the guidelines, which
predominantly focus on the intersection of cardiac disease and diabetes.
This underscores the urgent need for comprehensive research and un-
derstanding in this area. The interplay between these two conditions
presents a complex clinical challenge that warrants further exploration.
The aim is to enhance patient care and outcomes through evidence-
based practices and interventions. The example questions posed to the
chatbots are: What is the recommended blood pressure in patients with
diabetes? Or: Can stress reduction improve psoriasis severity? All questions
were asked to the chatbots once. To ensure consistency in the survey,
they were asked by one person using a personal computer. Questions
were not asked again after a period of time. Each answer was copied for
readability analysis on the tool page. To avoid the influence of previous
questions on the chatbots’ answers, the chat was reset before each new
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The number of chatbots after

reviewing the rankings
43

Number of chatbots after

exclusion of paid chatbots
23

Number of chatbots after
exclusion of chatbots that were

unable or difficult to log in
13

Number of chatbots after
excluding chatbots that had a

time limit on questions
5

Fig. 1. Diagram for choosing chatbots.

question to avoid possible biases in the 4 chatbots (Gemini, Microsoft
Copilot, ChatGPT and ChatSpot). In PiAl, there was no option to reset
the chat.

2.3. Readability analysis

Each answer was then analyzed for readability. Scales were used to
assess readability: Flesch-Kincaid Grade Level, Gunning Fog Scale Level,
Flesch Reading Ease Level, Dale-Chall Score. All scales were determined
using the online tool Datayze. In addition, response lengths counted in
sentences were also recorded [40]. These indicators are the most
commonly used in assessing the readability of medical literature [41].

The Flesch-Kincaid Grade Level assesses the readability by United
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States (US) grade level. The values vary from O to 18, where 18 repre-
sents the most difficult text. A higher score means that it is more difficult
to understand the text. A score above 12 indicates that the text is written
in an academic style [42].

The Gunning Fog Index is a readability metric that uses word and
sentence length to determine how difficult a text is to read. Index values
typically vary from 1 to 18 and more. Values correspond to the number
of years of education a reader requires to understand a text. A text un-
derstood by the general public should be at a level of about 8. Texts
above 17 points are intended for graduate students [43].

Flesch Reading Ease is a metric that measures the readability of a text
based on sentence length determined by the average number of words in
a sentence and word length determined by the average number of syl-
lables in a word. The score ranges from O to 100, with higher scores
indicating easier readability. A score between 70 and 80 equates to an
8th grade school level [44].

Dale-Chall score is a readability metric used to indicate how difficult
a text is to read based on a predefined set of “common” words and the
ratio of “difficult” words and words per sentence. A score of 4.9 or less is
a score easily understood by the average 4th grade or lower student. In
contrast, 9 and above is easily understood by the average college student
[45].

2.4. Reliability assessment

Two independent medical specialists, (R.O. and K.J.), evaluated 217
responses from all chatbots. The experts were given questions to ask the
chatbots based on the provided guidelines. They assessed the quality and
accuracy of the answers according to the text. They used a three-point
Likert scale from O to 2 in which 0 meant an incorrect answer, 1
partially correct and 2 correct [22].

2.5. Statistical analyses

Data of readability scales are presented as median (Me) and inter-
quartile range (IQR). Comparison of the readability ratings of chatbots’
responses was made using the Friedman ANOVA test. Cohen’s kappa
coefficient was calculated to assess agreement between two specialists’
assessments of the reliability of the answers provided by the chatbots.
The levels of agreement for kappa were considered slight (x < 0.20), fair
(x = 0.21 to 0.40), moderate (k = 0.41 to 0.60), substantial (x = 0.61 to
0.80), or almost perfect (xk = 0.81 to 1.00) [46].

3. Results

The total of 225 questions were asked to all chatbots. Chatbot A did
not answer 5 questions and Chatbot E did not answered 3 questions. The
term ‘No answer’ denotes instances where the chatbot responded that it
lacked the necessary knowledge or resources to address a question,
specifically stating that it was not a doctor. We categorized such re-
sponses as ‘No answer’ due to the absence of relevant information.
Below, I have included screenshots illustrating examples of non-
responses from chatbots. The total number of responses included in
the analysis was 217. The values of readability indicators for all scales
were significantly different among chatbots (Table 1). Chatbot A showed
the most sentences per response 17.5 (13.0 — 24.5), Chatbot C the least

Table 1
Chatbots included in the study.

Name of chatbot Developed by Initial release date
Gemini Google Al March 21, 2023
ChatGPT OpenAl November 30, 2022
ChatSpot HubSpot March, 8, 2023
Microsoft Copilot Microsoft February 7, 2023

Pi AL Inflection AL May, 2, 2023
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7.0 (6.0 — 8.0). Chatbot A had the lowest score in the Flesch-Kincaid
Grade Level 12.5 (10.6 — 14.6). Chatbot D had the highest average
rates 15.9 (15.1 — 17.1). Gunning Fog Scale Level was lowest in Chatbot
A15.8 (13.8 - 17.7) and highest in Chatbot D 20.0 (18.5 - 21.5). Chatbot
D had the lowest score 16.3 (12.2 — 21.9) in Flesch Reading Ease Level
and the highest score was at Chatbot A 39.8 (29.0 — 50.4). In Dale-Chall
Score, Chatbot A had the lowest score 10.3 (9.3 — 11.3) and Chatbot D
had the highest score 11.9 (11.5 — 12.4). Three chatbots had an average
of less than 10 sentences per answer (Chatbots B, C, E), two chatbots had
more than 10 (Chatbots A, D). According to all the readability scales
used, the findings demonstrate that the chatbots’ answers were at an
advanced, academically based level, which may be difficult to under-
stand for a person with less than a university degree. Table 2. shows the
distribution of the results of the individual readability scales for the
chatbots.

Figs. 2, 3, 4, 5, 6 show a comparison, including the number of sen-
tences each chatbot assigned to a response and the values of the reading
scales.

An evaluation of the reliability of the responses was conducted,
involving two independent medical professionals. This process was in-
tegral to ensuring the validity and accuracy of the data collected. In the
evaluation of the chatbot’s responses, the majority were deemed accu-
rate by the researchers. Specifically, Researcher 1 classified 144 out of
225 responses as correct, constituting 64 % of the total responses.
Similarly, Researcher 2 identified 141 out of 225 responses as correct,
accounting for 62.6 % of the total responses. It was observed that the
proportion of incorrect responses was minimal. The detailed distribution
of the response ratings, as assessed by the medical professionals, is
presented in Table 3. This table provides a comprehensive overview of
the evaluation results.

3.1. Comparisons of responses from medical professionals

The concordance rate of the physicians’ assessments ranged from
0.73 (Chatbot C) to 0.8 (Chatbot A). The Cohen’s kappa coefficient of
agreement (x), a statistical measure of inter-rater agreement, varied
from 0.40 (95 % CI: 0.09—0.71) for Chatbot D to 0.57 (95 % CI:
0.30—-0.84) for Chatbot A. The slight variation in the percentage
concordance among the chatbots’ responses suggests a similar response
pattern across the chatbots. According to the JR Landis and GG Koch
scale, the Cohen’s kappa for the chatbot responses fell within the
moderate range [46]. Table 4 presents detailed results comparing re-
sponses by medical professionals.

4. Discussion

The main result of our study provides valuable insights into the
performance and reliability of chatbot responses in a medical context.
Artificial intelligence is increasingly present in everyday life. Chatbots
provide quick answers to questions in all fields, including medicine. Due
to staff shortages in the healthcare system and thus long waits for
medical appointments, people needing medical advice will use chatbots
more often to diagnose their symptoms [47].

The findings of the study demonstrate that the chatbots’ answers to
the same questions vary in sentence length and according to different
readability scales. Despite having access to the guidelines, which are
publicly available online, the chatbots did not use the data contained
therein. Moreover, they added information to the answers that was not
included in the guidelines. This caused the lengths of the answers in the
sentences to vary from chatbot to chatbot. In turn, the differences in
sentence lengths account for the differences in the results of the read-
ability scales.

We do not consider 64 % to be a good result. According to the
existing literature, our findings are less favourable than other scientific
publications. In a study by Neo JRE and colleagues, medical pro-
fessionals rated chatbot responses as satisfactory, with ChatGPT
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Table 2
Readability comparison. Me — median, IQR — interquartile range.
Variable A B C D E p
n Me(IQR) n Me(IQR) n Me(IQR) n Me(IQR) n Me(IQR)
No. of sent. 40 17.5 (13.0 - 24.5) 45 8.0 (5.0 - 10.0) 45 7.0 (6.0 - 8.0) 45 14.0 (9.0 - 19.0) 42 7.0 (3.0 - 13.0) <0.001
F-KGL 40 12.5 (10.6 - 14.6) 44 14.9 (12.6 - 16.7) 45 13.8 (12.5-15.7) 45 15.9 (15.1 -17.1) 42 15.0 (13.6 - 15.9) <0.001
GFSL 40 15.8 (13.8-17.7) 45 18.3 (16.2 -20.2) 45 17.6 (16.3 -19.1) 45 20.0 (18.5-21.5) 42 18.2(17.1 - 20.3) <0.001
FRES 40 39.8 (29.0 - 50.4) 45 28.6 (12.2 - 37.0) 45 31.9 (26.7 - 37.0) 45 16.3 (12.2 - 21.9) 42 23.1 (15.5-30.9) <0.001
D-CS 40 10.3 (9.3-11.3) 45 11.6 (10.7 - 12.6) 45 10.5(9.9-11.1) 45 11.9 (11.5-12.4) 42 11.3 (10.6 - 12.6) <0.001
Number of sentences Flesch Reading Ease Level
45 70
40
60
35
50
30 o _
25 40
20 30 |:EZ|
15 o
20
10 =
10
5 A4
0 o median 0 B o o median
[ 25%-75% [J 25%-75%
A B @ D E T min-max T min-max

Fig. 2. Comparison of the number of sentences for all chatbots.

Flesch-Kincaid Grade Level
26

24

22

20

o median
6 ] 25%-75%
T min-max

A B c; D E

Fig. 3. Comparison of the values of readability scales: Flesch-Kincaid
Grade Level.

achieving a score of 65.8 % and Google Bard scoring 75.8 % [48]. In a
separate study by Sudrez A. et al., oral surgeons evaluated ChatGPT-4
responses, and the average rating for complete chatbot responses was
71.7 % [23].

The capabilities of chatbots available to users can be significantly
enhanced using Retrieval-Augmented Generation (RAG). RAG is an
advanced artificial intelligence technique that seamlessly combines in-
formation retrieval with text generation. By leveraging external
knowledge sources, Al models can retrieve relevant information and
seamlessly incorporate it into their generated responses. This approach
ensures that chatbots provide more accurate and contextually relevant
answers, avoiding errors or outdated data. RAG proves particularly

Fig. 4. Comparison of the values of readability scales: Flesch Reading
Ease Level.

Gunning Fog Scale Level
28

26

24

22
20

o o
: [j]
16
14 =
12 =
10

o0 median
8 O 25%-75%
R s N 5 . T min-max

Fig. 5. Comparison of the values of readability scales: Gunning Fog Scale Level.

valuable for language models that rely on general training data but
require access to up-to-date and specific information [49].

5. Limitations

The study is subject to certain limitations. Firstly, not all chatbots
used for the study use GPT-4. The free ChatGPT uses GPT-3.5, while the
rest of the chatbots use GPT-4, which is more advanced and powerful
than the basic version. Secondly, ChatSpot is primarily designed for
business. This chatbot was used for the study because it was free and
there was no difficulty in logging into it. Thirdly, the chatbots were
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Dale-Chall Score

15
14
13
12
1"
10
9
8
o median
7 [0 25%- 75%
T min-max

Fig. 6. Comparison of the values of readability scales: Dale-Chall Score.

Table 3
Correctness of the chatbot’s answers as assessed by the Likert scale.

Researcher 1

Chatbot Chatbot Chatbot Chatbot Chatbot %
A B C D E
Correct 27 34 26 34 23 64
Partially 9 7 14 7 11 21
correct/
incomplete
Incorrect 4 4 5 4 8 11
No answers 5 0 0 0 3
Researcher 2
Chatbot Chatbot Chatbot Chatbot Chatbot %
A B C D E
Correct 28 32 26 33 22 62
Partially 11 13 16 12 18 31
correct/
incomplete
Incorrect 1 0 3 0 2 2
No answers 5 0 0 0 3 3
Table 4

Detailed results comparing responses by medical professionals.

Cohen kappa Percentage agreement
Chatbot A 0.57 (0.30 - 0.84) 80 %
Chatbot B 0.41 (0.10 - 0.72) 75 %
Chatbot C 0.51 (0.28 - 0.75) 73 %
Chatbot D 0.40 (0.09 - 0.71) 75 %
Chatbot E 0.56 (0.33 - 0.78) 74 %

quizzed on the question asked only once. This was done because for each
question asked, the chatbot would answer in a different way, which
could result in varying word counts, different text readability scores
according to scales, and possibly varying quality according to experts.

6. Conclusions

Chatbots, underpinned by Large Language Models, respond to in-
quiries in the domains of cardiology, oncology, and psoriasis with a level
of sophistication and academic rigor that may pose comprehension
challenges for individuals lacking advanced education or familiarity
with complex medical terminology. The responses generated by these
chatbots exhibit variability in sentence length. Notwithstanding, the
quality of the responses generated by these chatbots is high, providing a
solid foundation for future enhancements aimed at optimizing the
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balance between comprehensibility and quality in the chatbots’ re-
sponses. This endeavor is crucial in ensuring that these advanced tools
are accessible and beneficial to a broad spectrum of users.

The responses provided by chatbots exhibit variability in terms of
their readability, accuracy, and consistency. Chatbots often incorporate
additional comments into their responses, a practice that can potentially
interfere with their interpretation and lead to confusion. Even with ac-
cess to a multitude of databases, including those related to medicine,
chatbots infrequently make references to established guidelines.
Nevertheless, the reliability of responses generated by chatbots is high.
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